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Data model
b(t) = by(t) + b,(t) + n(?)

Measured magnetic field I Sensor noise

] L Background interference
Signal magnetic field

b(t) = by(t) + b, (t) + b,(t) + n(?)
Al

Definitions
Data covariance: R = <b(t)bT(t)>
Signal covariance: Rg = <b5(t)b§(t)>
Interference plus noise covariance: R,,, = <(b[ (t)+n(t)) (b, (t)+ n(t))T>



Data model
Task:  b(t) = b,(t)+b,(t)+n(t)
Control: b.(t)=b,(t)+ n(t)
Covariance matrix relations
Task: R=R,+R,,
Control: R, =R,

Problem How to obtain source reconstruction
free from the influence of b,(¢)

We propose:

(1) Prewhitening beamforming
(2) Partitioned factor analysis + adaptive beamforming




Prewhitening estimation of signal covariance

Calculate R =R.'°RR_'/’
(Tilde is used to indicate the prewhitened version of a matrix)
~ Q ~ @ M
R, =3 7/jujujr = R=3(y, +1)ujujr + > ujuf.
j=1 j=1 J=Q+1
i} fl
R has signal-level eigenvalues greater than 1,
and their eigenvectors are equal to those of R,

Signal covariance estimation

R = R [UUR- DR = R S, hu, | R
T g

U, :[ul,...,uQ]

For detalils, poster P-163, (session P4-1) 8/22 3:00—5:00PM



Prewhitening beamforming

Signal covariance estimation
A Q
R, =R’ {21(7‘7 - l)uj]Ré/2
=
Signal time course estimation
N Q B
b(1)= RV £, -V, | R, (0

=1
Prewnhitening beamforming

()R + uI) b (1)
I (r) (Ry + ) 1(r)

§PW(r7 t)



Partitioned factor analysis (PFA)
Variational Bayesian Factor Analysis (VBFA)

Data model:

measured data — V,, = Ax, +v,
R N

.. Sensor noise
mixing matrix  factors

Prier probability:
M,L

px,)=Nx, [0.0)  p(4) =TT N(4,,]0.4,a)
p(v,) = N(v, 0.4

Derivation of posterior probability:

p(A|y) = argmax F(g), p(x|y)=argmax F(g)

q(Aly) q(x|y)

Here F(q)=[dxdAllogp(x,y, A)—logq(x|y)—logq(A|y)]



Variational Bayes EM algorithm

E step: p(x | y) = argmaxF(q)

q(x|y)

I'=A"AA+ MW + 1
for p(x, | y,)= N(x, | %, T)

x =I'""A"Ay, S
M step: p(A4 | y) = argmaxF'(q)
q(Aly)
A = R, (R +a)" M,L B
for p(A|y )=1I N(a, |a, 1 ¥)
Y=R_+a md

a =argminF(q) = a= %diag(ZTAZ +¥)

. L .. v
A = argminF(g) = A = Nd'ag(Ryy - AR,,)




Partitioned factor analysis (PFA)

Stimulus-Evoked Factor Analysis (SEFA)
Data model

Control: y = Bu, +v,
Task: y =Ax +Bu, +v,
(1) Apply VBFA to control data and obtain B, and the noise precision A.
(2) Apply VBFA to task data, and obtain
55 (t) = BB [Ax, ] = an
R, = E,E [(Ax,)(A4x,) ]| = AR A" + AU[R, (R, + )]
(3) Use these estimated results for adaptive beamforming.
" (r) R, b, t)
I (r)RI(r)
For details, visit poster P-116, (session P3-1) 8/21 10:00—12:00PM
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assumed source waveform
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Computer Simulation: Robustness to insufficient control data
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Non-ideal scenarios for two-condition measurements
Some target sources are also active in the control condition
Task:  b(t) = b,(t)+b,(t) + n(t)
Control: b.(t) =b,(t) + b,(t)+ n(t)
Some sources are active only in the control condition
Task:  b(t)=b,(t)+b,(t)+ n(t)
Control: b.(t)=b,(t)+n(t)+ b, (1)

These additional terms may affect the performance of PFA

Prewnhitening technique is robust in these scenarios, as discussed at
poster P-163, (session P4-1) 8/22 3:00—5:00PM



Computer simulation for non-ideal scenarios
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Signal-to-Interference Ratio:0.33
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summary

*\Ve propose two methods to obtain source reconstruction robust to
the existence of large background brain activity.

1) Prewhitening beamforming

2) Partitioned factor analysis + adaptive beamforming

*Both methods are effective in ideal two-condition measurements.

Partitioned factor analysis is very robust to a case where the number
of time samples is small.

*Both methods are significantly robust to non-ideal scenarios of two-
condition experiments. However, prewhitening method gives smaller
source estimation bias than the PFA method.








