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MEG Spatio-Temporal Analysis Using a Covariance
Matrix Calculated from Nonaveraged

Multiple-Epoch Data
Kensuke Sekihara,*Member, IEEE,David Poeppel, Alec Marantz, Hideaki Koizumi, and Yasushi Miyashita

Abstract— We propose a magnetoencephalographic (MEG)
spatio-temporal analysis in which the measurement-covariance
matrix is calculated using nonaveraged multiple epoch data.
The proposed analysis has two advantages. First, a very narrow
time window can be used for the source estimation. Second,
accurate localization is possible even when the source activation
has a time jitter. Experiments using auditory evoked MEG data
clearly demonstrate these advantages.

Index Terms—Biomagnetics, biomedical electromagnetic imag-
ing, biomedical signal processing, functional brain imaging, in-
verse problems.

I. INTRODUCTION

SPATIO-TEMPORAL modeling [1], [2] is known to reduce
the degree of the ill-posedness in the biomagnetic inverse

problem [3]. In this modeling, a measurement-covariance
matrix (or equivalently a spatio-temporal data matrix) is con-
structed, and source locations are estimated using this covari-
ance matrix, assuming that the source locations are unchanged
during the measurement.

It is common in studies of evoked neuromagnetic fields
to measure many epochs by applying a stimulus repeatedly
and to analyze the data averaged over these epochs. When
applying the spatio-temporal analysis to such evoked field
data, the measurement-covariance matrix is calculated by using
this averaged data. This conventional way of calculating the
measurement-covariance matrix has two problems.

First, the time window for calculating the covariance matrix
must be large enough to contain a sufficient number of
time points to ensure the accuracy of the sample covariance
matrix. The use of a large window, however, may result in
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an erroneous source localization, if the source configuration
rapidly changes within this time window. Second, averaging
the multiple-epoch data obviously assumes that all the epochs
are time-locked to the stimulus. Thus, when a nontime-locked
source exists, the source estimation may also be erroneous.

In this paper, we propose to calculate the measurement-
covariance matrix directly from nonaveraged multiple-epoch
data. By calculating the measurement-covariance matrix from
nonaveraged data, the source localization can be carried out
using a small time window, which is advantageous when the
source configuration changes rapidly. Also, source localization
using this covariance matrix is not influenced by whether the
source activation is time-locked or not, and the location of a
source whose activation onset has a time jitter in each epoch
can be accurately estimated.

One difficulty with the use of nonaveraged data is that the
data inevitably contains a large amount of background sponta-
neous activity that is usually averaged out. In this paper, this
difficulty is circumvented by the use of a prewhitening tech-
nique that incorporates the noise covariance matrix obtained
using the prestimulus parts of the nonaveraged data. Specif-
ically, we use the previously proposed prewhitening MUSIC
algorithm [4], [5], as the source localization procedure. The
MUSIC algorithm has the distinct advantage of providing a
suboptimal solution by using only a three-dimensional search,
regardless of the number of sources. The use of the MUSIC
algorithm, however, is not essential to implement the proposed
method. Any other source estimation method [6] can be used
together with the prewhitening technique.

Section II describes our proposed analysis, followed by
a brief explanation of the prewhitening MUSIC algorithm.
Section III presents the results of our experiments which
show the effectiveness of the proposed analysis. Throughout
this paper, plain italics indicate scalars, lower-case boldface
italics indicate vectors, and upper-case boldface italics indicate
matrices. The superscript indicates the matrix transpose. The
eigenvalues are numbered in decreasing order.

II. M ETHOD

A. Prewhitening MUSIC Algorithm

The prewhitening MUSIC algorithm was proposed to re-
duce the influence of the background activity by taking its
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covariance matrix into account [5]. It can provide accu-
rate source estimation results even when a large amount of
background activity exists. Since the details of the prewhiten-
ing MUSIC algorithm have already been reported [5], it
is only briefly explained here for the reader’s convenience.
We define the magnetic-field data measured by theth
detector coil at time as , and also define a vector

as a set of measured
data where is the total number of detector coils. The
spherical homogeneous conductor [7] is assumed, so we
consider two tangential components, theand components,
of the source moment and assume the radial component
is zero. For simplicity, we assume that all sources have
fixed orientations during measurement. The lead field vec-
tors for the and components of the source at are
defined as and

. We define the lead field matrix
for the source at as .

Let us denote the measurement-covariance matrix as, and
the noise covariance matrix as . Let us define as an eigen-
vector obtained by solving the generalized eigenvalue problem,

, and as where
is the number of sources. The prewhitening MUSIC algorithm

makes use of the fact that the noise subspace projector
and are orthogonal at the true source locations,
where represents the normal vector of the
source orientation that gives the maximum orthogonality. This
orthogonality can be checked by calculating the following
localization function:

(1)

where indicates the minimum generalized eigen-
value of the matrix pair in the parenthesis. The prewhitening
MUSIC algorithm detects the source locations by calculating
this localizing function in a volume where sources can exist,
and by choosing each location where this localizing function
reaches a peak as one dipole source location. It is worth noting
that the localizing function for nonprewhitening MUSIC is [8]

(2)

where , and is an eigenvector
obtained by solving the ordinary eigenvalue problem,

. Here, is the number of sources; may be different
from because in nonprewhitening cases, sources for the
background activity may need to be taken into account.

B. Proposed Spatio-Temporal Analysis
Using Nonaveraged Data

1) Conventional Covariance Matrix Calculation:Because
calculating the covariance matrix theoretically requires an
infinite number of measurements, some kind of approximation
needs to be introduced in practice. In this subsection, we
describe both the conventional and proposed methods of
calculating the measurement-covariance matrix, explaining
the difference between them.

Let us decompose the nonaveraged measured magnetic field
into the four components: , and ,

(3)

Here, is the signal evoked-magnetic field that is time-
locked to the stimulus, is the signal evoked-magnetic
field that is not time-locked to the stimulus and has a time
jitter in each activation onset, is the background field
disturbance caused by external sources such as magnetocar-
diography (MCG) interference or spontaneous neuromagnetic
activity, and is the intrinsic sensor noise approximated by
the white Gaussian noise with variance.

We assume that a total of epochs are measured. We
denote the summation over these epochs as .

Then, the averaged field , , , ,
and are defined as: ,

,

, , and

. Here, we can assume that and

. Accordingly, we have

(4)

The conventional way of obtaining the measurement-
covariance matrix is to calculate the time average during a
certain time period. Let us denote the measurement-covariance
matrix obtained in this manner as . The summation over
time is denoted as and the number of time points used in
this summation is denoted as . Then, we have

(5)

where is the unit matrix and is obtained from

(6)

In deriving (5), we assume that
. If the nontime-locked evoked activity does

not exist, the measurement-covariance matrixis reduced to

(7)

where . Thus, in this case,
can provide accurate information regarding the evoked activity

and accurate localizations of the sources for can
be obtained using this .

However, two problems arise when utilizing (5). First, to
obtain sufficient accuracy, a fairly large number of time points
are needed to calculate the sample covariance matrix. Second,
when the time-unlocked activity cannot be ignored, the
source estimation obtained from may contain errors caused
by the activity .



SEKIHARA et al.: MEG SPATIO-TEMPORAL ANALYSIS 517

2) Proposed Covariance Matrix Calculation:In this paper,
instead of using (5), we propose to calculate the measurement-
covariance matrix using nonaveraged field data, such that

(8)

where and are the covariance matrices for evoked
activities and for the background disturbance. These matrices
are obtained from

(9)
and

(10)

In deriving (8), we assume that the evoked activities are
uncorrelated with the background activity. Equation (8) shows
that the covariance matrix contains information regarding
the signal source to be measured as well as regarding

the influence of the disturbance . However, if we obtain

the noise covariance matrix , which is equal to ,
we can reduce the influence of the background disturbance by
applying a prewhitening technique. We show in the following
section that the previously proposed prewhitening MUSIC
algorithm [5] can almost completely remove this influence.

III. EXPERIMENTS USING AUDITORY-EVOKED FIELD DATA

A. General Description

We performed source localization experiments using actual
auditory-evoked data to test the effectiveness of the proposed
analysis. The auditory-evoked fields elicited by a 1000-Hz pure
tone of 400-ms duration were measured using a 37-channel
Magnes magnetometer installed at the Biomagnetic Imaging
Laboratory, University of California, San Francisco. All mea-
surements were done in a magnetically shielded room. The
stimulus was presented to the subject’s right ear, and the sensor
array was placed above the subject’s left hemisphere with the
position adjusted to optimally record the N1m auditory evoked
field.

Two-hundred-fifty-six epochs were measured with the av-
erage interstimulus interval of 2 s randomly varied between
1.75 and 2.25 s. The sampling frequency was set at 1 kHz,
and the data was collected from300 ms before the stimulus
onset to 700 ms after it. An on-line filter with the bandwidth
from 1–400 Hz was used, and no additional digital filter was
applied. One of the 256 epochs and the field data averaged over
all the epochs are shown in Fig. 1(a) and (b), respectively. In
Fig. 1(a), the single-epoch data contains a large amount of
spontaneous activity, but in (b), much of this activity was
suppressed through the averaging.

The , , and coordinates used to express the estimated
results are depicted in Fig. 2. These coordinates are measured
in centimeters. The measurement-covariance matrixwas

(a)

(b)

Fig. 1. Auditory evoked response used in the experiments: (a) one of the
256 raw epoch data and (b) the data averaged over 256 epochs. The data
portion from�300 to 500 ms is shown.

Fig. 2. Thex, y, and z coordinates used to express the estimated results.
The midpoint between the left and right preauricular points is defined as the
coordinate origin. The axis directed away from the origin toward the left
preauricular point is defined as the+y axis, and that from the origin to the
nasion is the+x axis. The+z axis is defined as the axis that is perpendicular
to both these axes and directed from the origin to the vertex.

calculated, by using (5). The averaged field data shown in
Fig. 1(b) was used with the time window between 0 and
100 ms. The results of applying the nonprewhitening MUSIC
algorithm with this covariance matrix is shown in Fig. 3.
The MUSIC localizing function in (2) was calculated with
an interval of 0.5 cm over a volume defined as ,

, and . The figure shows that the
algorithm detected the N1m source, which is believed to be
located in the primary auditory cortex area.

B. Detecting a Source Using a Small Time Window

We calculated the measurement-covariance matrixwith
the time window between 98 and 102 ms. This time window
was selected because it includes the N1m peak. Only six time
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Fig. 3. The results of plotting the nonprewhitening MUSIC localizer from
(2) when applied to the averaged data shown in Fig. 1(b) with the time window
between 0 and 100 ms. The localizer was calculated with an interval of 0.5
cm within a volume defined as�4 � x � 6, 0 � y � 7, and3 � z � 11;
the projections of the localizer values onto the transverse, coronal, and sagittal
planes are shown. The circles depicting a human head represent the projections
of the sphere used to calculate the forward solution.L andR indicate the
subject’s left and right hemispheres.

points were used to calculate . The results of plotting the
nonprewhitening MUSIC localization function (2) are shown
in Fig. 4. In these results, the distortion is so severe that no
source can be detected due to the inaccuracy of the sample
covariance matrix.

We then calculated the covariance matrix using (8) with
the same time window between 98 and 102 ms. The noise
covariance matrix was calculated with the time window
between 300 and 0 ms. The nonprewhitening MUSIC algo-
rithm was first applied using only . The results are shown
in Fig. 5. In these results, the N1m source and another source
were detected; the second source was probably caused by the
spontaneous activity. The prewhitening MUSIC algorithm was
then applied using both and , and the results are shown
in Fig. 6. In these results, only the single source located in the
primary auditory cortex area is clearly detected.

A comparison between Figs. 4 and 6 demonstrates the ef-
fectiveness of calculating the measurement-covariance matrix
with the nonaveraged multiple-epoch data when the time
window is very small. The comparison between Figs. 5 and
6 shows the necessity of applying a prewhitening technique
when dealing with nonaveraged data.

Note that in theory the proposed covariance matrix is subject
to a stronger influence from the uncorrelated sensor noise than
the conventional covariance matrix is. This can be understood
by noting that the sensor-noise influence is represented by

in (5), whereas its influence is represented by
in (8). However, when comparing Figs. 3 and 6, the

Fig. 4. The results of applying the nonprewhitening MUSIC algorithm to
the averaged data with a small time window between 98 and 102 ms.

Fig. 5. The results of applying the nonprewhitening MUSIC algorithm to
nonaveraged data. The covariance matrixR̂RRb was calculated by using (8)
with the time window between 98 and 102 ms.

greater influence of the sensor noise is not evident. This is
probably because the sensor noise in most modern biomagnetic
instruments, such as the one used in the current experiment, is
too low to influence the final source localization results, even
when nonaveraged data is used.

To further investigate this point, we check the eigenvalue
spectra of the covariance matrices and . The spectrum
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Fig. 6. The results of applying the prewhitening MUSIC algorithm to
nonaveraged data with the time window between 98 and 102 ms. The same
covariance matrix^RRRb as used to obtain the results in Fig. 5 was used. The
noise covariance matrix^RRRn was calculated with the time window between
�300 and 0 ms.

(a) (b)

(c)

Fig. 7. (a) Eigenvalue spectrum of~RRRb used to obtain the results shown in
Fig. 3, (b) that of^RRRb used to obtain the results shown in Fig. 6, and (c) that
of ~RRRb used to obtain the results shown in Fig. 4.

in Fig. 7(a) relates to the results found in Fig. 3, the spectrum
in Fig. 7(b) relates to the results in Fig. 6, and the spectrum
in Fig. 7(c) relates to the results in Fig. 4. In Fig. 7(a), the
first eigenvalue is distinctively large and the second one is
larger than the other noise-level eigenvalues. Thus, we set

Fig. 8. The magnetic field averaged over 256 raw epoch data with an
artificial time-jitter. The jitter was created with a uniform random number
distributed between 0 and 60 ms.

in order to obtain the results shown in Fig. 3. In
Fig. 7(b), the noise-level eigenvalues are much larger than
those in Fig. 7(a) because , which was used to obtain the
results in Fig. 6, contained the influence of the large sensor
noise from raw-epoch data. Nonetheless, we can still observe
two eigenvalues that are clearly larger than the noise-level
eigenvalues in this spectrum. Therefore, we were able to
separate the signal subspace from the noise subspace even
though a strong influence of the large sensor noise was
contained in the covariance matrix. In Fig. 7(c), however, false
signal-level eigenvalues arose due to the inaccuracy in the
sample covariance matrix, and as a result, the noise subspace
was inaccurately estimated.

C. Detecting a Source Whose Activation
Onset Has a Time Jitter

We next tested the effectiveness of the proposed analysis in
detecting a source whose activation onset varies from epoch
to epoch. To generate the data used for this experiment, we
artificially created a jitter for each epoch data. That is, each
epoch measurement was artificially time shifted to create

. Here, was a uniform random number generated in
a computer and it was distributed between 0 and 60 ms. The
field data averaged over all epochs were calculated using

(11)

This averaged magnetic field is shown in Fig. 8. Com-
paring this figure with Fig. 1(b), we can see that the peak at
approximately 50 ms of latency became less clearly defined
due to the artificially introduced time jitter . In addition, the
appearance of the N1m peak was modified.

The covariance matrix was calculated using this av-
eraged field data with a time window between 30 and 130
ms. The results of the nonprewhitening MUSIC algorithm
obtained using this are shown in Fig. 9. These results
contain severe blurring and no accurate source estimation can
be made. We then calculated the covariance matrixby
using (8) with the same time window between 30 and 130 ms.
The noise covariance matrix was calculated with the time
window between 240 and 0 ms. First, the nonprewhitening
MUSIC algorithm (2) was performed only using , and
the results are shown in Fig. 10. Here, a source that was
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Fig. 9. The results of applying the nonprewhitening MUSIC algorithm to the
averaged field data shown in Fig. 8. The covariance matrix~RRRb was calculated
using (5) with the time window between 30 and 130 ms.

Fig. 10. The results of applying the nonprewhitening MUSIC algorithm to
nonaveraged data having the artificial time jitter. The covariance matrix^RRRb

was calculated using (8) with the time window between 30 and 130 ms.

probably caused by the spontaneous background activity was
detected, instead of the N1m source in the auditory cortex
area. Next, we applied the prewhitening MUSIC algorithm
using both covariance matrices and . The results are
shown in Fig. 11. Here, the N1m source was clearly detected.
The comparison between Figs. 9 and 11 demonstrates the
effectiveness of the proposed analysis for detecting a source
with a time jitter at its activation onset. The comparison

Fig. 11. The results of applying the prewhitening MUSIC algorithm to
nonaveraged data having the artificial time jitter. The same covariance matrix
^RRRb as used to obtain the results in Fig. 10 was used. The noise covariance
matrix ^RRRn was calculated with the time window between�240 and 0 ms.

between Figs. 10 and 11 again demonstrates the necessity and
effectiveness of the prewhitening technique used here.

IV. CONCLUSION

A spatio-temporal analysis is proposed in which the
measurement-covariance matrix is calculated by using the
nonaveraged multiple-epoch evoked data. The proposed
analysis has two advantages. First, a very narrow time
window can be used. Second, the analysis can provide accurate
localization of a source whose activation onset has a time jitter
in each epoch. Experiments using measured auditory evoked
data clearly showed that these advantages were obtained by
using the proposed covariance matrix.
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