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Reconstructing Spatio-Temporal Activities of
Neural Sources Using an MEG Vector Beamformer

Technique
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Abstract—We have developed a method suitable for recon-
structing spatio-temporal activities of neural sources by using
magnetoencephalogram (MEG) data. The method extends the
adaptive beamformer technique originally proposed by Borgiotti
and Kaplan to incorporate the vector beamformer formulation in
which a set of three weight vectors are used to detect the source
activity in three orthogonal directions. The weight vectors of the
vector-extended version of the Borgiotti–Kaplan beamformer
are then projected onto the signal subspace of the measurement
covariance matrix to obtain the final form of the proposed
beamformer’s weight vectors. Our numerical experiments show
that both spatial resolution and output signal-to-noise ratio of the
proposed beamformer are significantly higher than those of the
minimum-variance-based vector beamformer used in previous
investigations. We also applied the proposed beamformer to two
sets of auditory-evoked MEG data, and the results clearly demon-
strated the method’s capability of reconstructing spatio-temporal
activities of neural sources.

Index Terms—Beamformer, biomagnetism, functional neu-
roimaging, magnetoencephalography, MEG inverse problems,
neuromagnetic signal processing.

I. INTRODUCTION

A MONG the various kinds of functional neuroimaging
methodologies, the major advantage of magnetoen-

cephalography (MEG) is its ability to provide fine time
resolution of the millisecond order [1]. Neuromagnetic imaging
can thus be used to visualize neural activities with such a fine
time resolution, and to provide functional information about
brain dynamics [2]. Toward this goal, a number of algorithms
for reconstructing spatio-temporal source activities have been
developed. Well-known approaches for this reconstruction
employ the model of the equivalent current dipole (ECD) [3],
which assumes a highly localized source. Although this ECD
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model has successfully been applied to neuromagnetic data, we
cannot rely on ECD modeling when the source is distributed
or when no information on the spatial extent of the source is
available.

Another approach for spatio-temporal reconstruction is based
on the linear estimation method [4]; it assumes voxels in the re-
construction region and attempts to estimate the moment of a
source assigned to each voxel by using least-squares fitting. Al-
though this approach does not impose any models on the neuro-
magnetic source, a naive form of such an approach has a serious
problem in that the estimation becomes severely ill posed. This
is because the number of voxels generally reaches, at least, a
few thousand, so several thousand parameters need to be esti-
mated from the measured data obtained at only one to two hun-
dred points on the scalp surface. To reduce the influence from
this ill-posed condition, an efficient method of constraining the
least-squares solution should be developed. This has been an
area of active research, and many kinds of investigations in this
direction have been reported [5]–[7].

In this paper, we explore the possibility of applying a class of
techniques called the adaptive beamformer to this reconstruc-
tion problem. The adaptive beamformer provides a versatile
form of spatial filtering suitable for processing data from an
array of sensors. Adaptive-beamformer-type techniques were
originally developed in the fields of array signal processing, in-
cluding radar, sonar, and seismic exploration [8], and they have
been already applied to the MEG/EEG source-reconstruction
problem [9]–[12]. In these investigations, the minimum-vari-
ance beamformer, which is one of most popular adaptive
beamformer techniques, was modified to incorporate the de-
tection of three-dimensional (3-D) vector sources. Particularly,
in [9], [10], [12], a vector beamformer technique has been
developed on the basis of the minimum-variance beamformer;
the vector beamformer uses a set of three weight vectors for
detecting the source activity in three orthogonal directions
such as , , and , thereby reconstructing not only the source
magnitude but also the source orientation.

This paper develops a vector beamformer technique on the
basis of the Borgiotti–Kaplan beamformer [13]. The developed
beamformer performs significantly better than the minimum-
variance beamformer used in the previous investigations, with
respect to the spatial resolution and the output signal-to-noise
ratio (SNR). In Section II, after a brief introduction to the min-
imum-variance-based beamformer technique, we formulate our
proposed vector beamformer. In Section III, a series of numer-
ical experiments verify the effectiveness of the proposed beam-
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former. In Section IV, we apply the proposed beamformer to
two sets of auditory MEG data. The results of these applications
demonstrate its capability of reconstructing spatio-temporal ac-
tivities of neural sources. Throughout this paper, plain italics in-
dicate scalars, lower-case boldface italics indicate vectors, and
upper-case boldface italics indicate matrices.

II. M ETHOD

A. Definitions and Problem Formulation

Let us define the magnetic field measured by theth
detector coil at time as , and a column vector

as a set of measured
data where is the total number of detector coils and the
superscript indicates the matrix transpose. A spatial location

is represented by a 3-D vector: .
A total of current sources are assumed to generate the
neuromagnetic field, and the locations of these sources are
denoted as . The moment magnitude of theth
source at time is defined as , and the source magnitude
vector is defined as .

To express the orientation of theth source, we define the an-
gles between its moment vector and the, , and axes as ,

, and , respectively. The orientation of theth source
is defined as a vector , where

and is equal to , or throughout this
paper. We define a matrix that expresses the orientations
of all sources as such that

...
...

.. .

We assume in this paper that the orientation of each source is
time independent.

The lead field vector for the component of a source at
is defined as . Here,
expresses the th sensor output induced by the unit-magnitude
source that is located atand directed in the direction. We
define the lead field matrix as ,
which represents the sensitivity of the sensor array at. The
lead field vector representing the sensitivity of a sensor array
in the direction at is denoted as , which is calculated
from . The composite lead field matrix for the
entire set of sources is defined as

(1)

The relationship between and is then expressed as

(2)

where is the additive noise. We define, for later use, the
covariance matrix of the measured magnetic field assuch
that where indicates
the ensemble average.

To estimate the source moment from the measured magnetic
field, we focus on the class of techniques referred to as a beam-
former [8]. The beamformer technique estimates the moment

magnitude of a source located atand directed in the direc-
tion using the following linear spatial filter operation:

(3)

where is the estimated moment magnitude. In (3), the
column vector represents a set of weights that character-
izes the property of the beamformer. It should be pointed out that
according to (3), the power of the output noise due to the addi-
tive white noise is proportional to
where is assumed to be the white Gaussian noise andis
its variance. That is, the power of the output noise is proportional
to , which is called the white noise gain for this reason.

B. Existing Beamformer Techniques for Reconstructing Neural
Source Activities

1) Minimum-Variance Distortionless Beamformer:One
well-known beamformer technique is the minimum-variance
distortionless beamformer [14], in which the weight vector

is obtained by minimizing with the constraint of
1. (Although the weight vector depends on the

pointing location , we omit the explicit notation of unless
this omission causes ambiguity.) This weight vector is

(4)

This minimum-variance beamformer is widely used in various
signal-processing fields. One problem arises when we apply it
to reconstructing neural sources. That is, to calculate the beam-
former weight by using (4), we must first determine the source
orientation at each . This determination is not straightfor-
ward, although a method have been proposed for this purpose
[15].

2) Vector-Extension of Minimum-Variance Beam-
former: Instead of estimating the source orientation and
magnitude separately, the minimum-variance beamformer can
be modified to estimate not only the source magnitude but also
the source orientation. Such a beamformer simultaneously es-
timates the source moment in three orthogonal directions such
as , , and . Let us denote the unit vectors in the, , and
directions, as , , and , respectively, i.e., ,

, and . Let us also denote the
weight vectors that estimate , , and as ,

, and . Then, these weight vectors can be derived by the
following minimizations with multiple constraints:

subject to

and

subject to

and
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subject to

and (5)

The minimum-variance beamformer with multiple linear con-
straints, referred to as the linearly constrained minimum-vari-
ance beamformer, is known to have the following solution [9],
[10]:

(6)

where is defined as .
Equation (5) indicates that, when estimating one of the

three orthogonal components of the source moment, we
need to suppress the other two components. This is because
when estimating one of the three components, the other two
components behave like perfectly correlated virtual sources.
Therefore, without this suppression, considerable amount
of signal cancellation should arise. By applying these null
constraints, however, we can avoid this signal cancellation, and
the beamformer can detect the source moment projected in
three orthogonal directions. Such a beamformer is referred to
as a vector beamformer.

There are two problems when applying (6) to actual
MEG/EEG source reconstruction problems. First, the beam-
former output has erroneously large values near the center of
the sphere used for the forward calculation. This is because

becomes very small whenapproaches the center of
the sphere. To avoid these -dependent artifacts, the use
of the normalized lead field matrix has been
suggested [10], [12].

Second, the performance of the beamformer in (6) is very
sensitive to errors in calculating the lead field matrix, when ap-
plied to the spatio-temporal reconstruction of the source activi-
ties [15]. This problem is known to be partly solved by replacing

in (6) with its regularized inverse [11], [12],
[16], [17] where the parameter is the regularization param-
eter. Such replacement, however, is known to degrade the spa-
tial resolution, providing a tradeoff between the SNR and the
spatial resolution [11]. In the following section, we propose a
beamformer that is free from this tradeoff and can attain an in-
herently higher spatial resolution.

C. Formulation of the Proposed Method

The proposed beamformer is formulated on the basis of the
beamformer developed by Borgiotti and Kaplan [13]; its weight
vector is derived by minimizing with the constraint of

1. Because the Borgiotti–Kaplan beamformer has the
unit white noise gain, the output power of the Borgiotti–Kaplan
beamformer is equal to the power of the signal normalized
by the power of the noise [13]. The weight vectors of the
proposed beamformer are derived by a two-step procedure.
The first step extends the Borgiotti–Kaplan beamformer to the
vector-type beamformer. The second step further extends this
vector-extended version of the Borgiotti–Kaplan beamformer
to an eigenspace-projected beamformer.

Fig. 1. The coordinate system and the source-detector configuration used in
the numerical experiments. The coordinate origin was set at the center of the
detector coil located at the center of the coil array. The cross section atx = 1.0
is shown. The circle shows the cross section of the sphere used for the forward
calculation. The square shows the reconstruction region for the experiments
whose results are shown in Figs. 3–6.

TABLE I
SOURCEPARAMETER VALUES USED FOR THENUMERICAL EXPERIMENTS

IN SECTION III

1) Vector-Type Borgiotti–Kaplan Beamformer:The vector-
extended Borgiotti–Kaplan beamformer is obtained by using the
following constrained minimizations:

subject to

and

subject to

and

subject to

and (7)

We first derive the expression for . Let us introduce a scalar
constant such that where can be determined
from the relationship 1. Then, the constrained opti-
mization problem in (7) is changed to

subject to (8)
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(a)

(b)

Fig. 2. (a) Time courses of the three sources assumed in the numerical experiments. Time courses from the first to the third sources are shown from the top to
the bottom, respectively. The time courses are shown for the time window between 0 and 400 ms. Each time course is normalized by its maximum value. Three
vertical broken lines indicate the time instants 220, 268, and 300 ms at which the source-moment magnitude is displayed in Figs. 3(a)–6(a). (b) The generated
magnetic field used for the numerical experiments.

The solution of this optimization problem is known to have
the form

(9)

Then, we have

(10)

where

Thus, we get from the relationship
1. Using exactly the same derivation, the weightsand
can be derived, and a set of the weights is expressed as

(11)

It can be shown that the above beamformer retains the prop-
erty of the Borgiotti–Kaplan beamformer, and its output power
is equal to the power of the source activity normalized by the
power of the output noise due to the additive sensor noise.

2) Extension to an Eigenspace-Projection Beam-
former: The extension to an eigenspace-projection beam-
former is attained by projecting the weight vectors in (11) onto
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the signal subspace of the measurement covariance matrix.
The eigenspace projection improves the output SNR without
sacrificing the spatial resolution. The general analysis regarding
how this eigenspace projection improves the output SNR has
been reported [18].

Unless the source activities are perfectly correlated with each
other, has eigenvalues greater than and eigen-
values equal to where is the variance of the additive noise.
Assuming that the eigenvalues are numbered in decreasing
order, let us define the matrix as ,
where with are the eigenvectors of .
The column span of is the maximum-likelihood estimate
of the signal subspace of [19]. The weight vectors of the
eigenspace-projected beamformer is obtained by using [20]

(12)

The projection onto the signal subspace using the above equa-
tion, however, invalidates the null constraints imposed on the or-
thogonal components. This can be understood by considering,
for example, the case of . The null constraints in this case
should be 0 and 0. However, let us con-
sider

(13)

Because and are not necessarily in the signal
subspace, we generally have and

and, therefore, and
, leading to the relationships

and . Consequently, we conclude that the signal
subspace projector does not preserve the null con-
straints.

It can, however, be shown that the eigenspace-projec-
tion beamformer in (12) can detect the three orthogonal
components of the source moment even though the null
constraints are not preserved. Omitting the time notation,
let us decompose the measured magnetic fieldinto two
parts, where is the magnetic field
generated from the target source at, and is the con-
tribution from other sources. The magnetic field can
be expressed as ,
where expresses the orientation of the target
source, and is its moment magnitude. Then, the estimated

component of the source moment, , is expressed as
. Since the

weight does not pass the signal other than that from,
we have 0 and, consequently

(14)

Because the vector is in the signal
subspace, we get

(15)

(a)

(b)

Fig. 3. (a) Results of the spatio-temporal reconstruction obtained using
the minimum-variance-based vector beamformer in (6). The upper-left,
upper-right, and lower-left maps respectively show the snapshots of the
source-moment magnitude at 220, 268, and 300 ms. The lower-right map
shows the time-averaged reconstruction. (b) Estimated time courses from the
first to the third sources are shown from the top to the bottom, respectively. The
three vertical broken lines indicate the time instants of 220, 268, and 300 ms.

Therefore, we finally get

(16)

Similarly, we can also obtain and
. Thus, the eigenspace-projection

beamformer in (12) can detect the three orthogonal components
of the source moment, even though the null constraints are not
preserved.
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(a)

(b)

Fig. 4. (a) Results of the spatio-temporal reconstruction obtained using the
minimum-variance-based vector beamformer in (6) together with the use of the
regularized inverse(RRR + 
III) . The parameter
 was set at0:003� , where
� is the largest eigenvalue ofRRR . The upper-left, upper-right, and lower-left
maps respectively show the snapshots of the source-moment magnitude at 220,
268, and 300 ms. The lower-right map shows the time-averaged reconstruction.
(b) Estimated time courses from the first to the third sources are shown from the
top to the bottom, respectively. The three vertical broken lines indicate the time
instants of 220, 268, and 300 ms.

III. N UMERICAL EXPERIMENTS

A. Data Generation

We conducted a series of numerical experiments to test the
effectiveness of the proposed method. A coil alignment of the
37-channel Magnes biomagnetic measurement system (Bio-
magnetic Technologies Inc., San Diego, CA) was used in these
experiments. The coordinate system used in our numerical
experiments is illustrated in Fig. 1. The values of the spatial
coordinates were expressed in centimeters. Three
signal sources were assumed to exist on a plane defined as

(a)

(b)

Fig. 5. (a) Results of the spatio-temporal reconstruction with the weight
vectors obtained using (11) alone. The upper-left, upper-right, and lower-left
maps respectively show the snapshots of the source-moment magnitude at
220 ms, 268 ms, and 300 ms. The lower-right map shows the time-averaged
reconstruction. (b) Estimated time courses from the first to the third sources
are shown from the top to the bottom, respectively. The three vertical broken
lines indicate the time instants of 220, 268, and 300 ms.

1.0. The locations as well as the orientations of the sources are
listed in Table I. Because a spherical homogeneous conductor
[3] with the origin set at was used, we express
the source-moment vector using the two tangential components

.
The magnetic field was generated at a 1-ms interval from
300 to 400 ms. The moment time courses of the three sources

are shown in Fig. 2(a) for the time window between 0 and
400 ms. The white Gaussian noise was added to the generated
magnetic field, and the SNR, defined as the ratio of the Frobe-
nius norm of the signal-magnetic-field data matrix to that of



766 IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING, VOL. 48, NO. 7, JULY 2001

(a)

(b)

Fig. 6. (a) Results of the spatio-temporal reconstruction obtained using
the proposed vector beamformer technique [(11) and (12)]. The upper-left,
upper-right, and lower-left maps respectively show the snapshots of the
source-moment magnitude at 220, 268, and 300 ms. The lower-right map
shows the time-averaged reconstruction. (b) Estimated time courses from the
first to the third sources are shown from the top to the bottom, respectively. The
three vertical broken lines indicate the time instants of 220, 268, and 300 ms.

the noise matrix, was set to 18. The generated magnetic field
is shown in Fig. 2(b). This SNR is higher than that in typical
cases of actual MEG measurements. We used such a high
SNR value because the differences in the source estimation
results obtained using tested beamformer techniques can be
more easily observed under such high SNR conditions; such
differences might otherwise be obscured by noise effects.

B. Spatio-Temporal Reconstruction Experiments

The spatio-temporal reconstruction was performed by using

and (17)

Fig. 7. Thex, y, andz coordinates used to express the reconstruction results
in Section IV. The midpoint between the left and right preauricular points was
defined as the coordinate origin. The axis directed away from the origin toward
the left preauricular point was defined as the+y axis, and that from the origin to
the nasion was the+x axis. The+z axis was defined as the axis perpendicular
to both these axes and was directed from the origin to the vertex.

Note that since these weight vectors are calculated for any spa-
tial location , the source-moment distribution at any location
can be reconstructed in a perfectly post-processing manner. The
reconstruction region was set as an area defined by
and on the plane 1 (as indicated by the
square in Fig. 1), and the reconstruction interval was 1 mm in
the and directions.

Once and were obtained, an angle repre-
senting the mean source direction in the plane, , was
calculated using

if

if (18)

where indicates the average over the time window with which
was calculated. Then, the time course expressed in the mean

source direction, , and that in its orthogonal direction,
were given by

(19)

In the following experiments, we used and
when displaying the time course of a source activity.

To display the results of the spatio-temporal reconstruction,
three time points at 220, 268, and 300 ms [marked in Fig. 2(a)]
were selected. The amplitude of the second source happened to
be zero at 220 ms, all the sources had nonzero amplitudes at
268 ms, and only the second source had a nonzero amplitude
at 300 ms. The snapshots of the source magnitude distribution

at these three time points, and

the time averaged reconstruction were displayed in
the following experiments.
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Fig. 8. The auditory-somatosensory combined response measured by simultaneously applying an auditory stimulus and a somatosensory stimulus. The auditory
stimulus was a 1-kHz pure tone delivered to the subject’s right ear and the somatosensory stimulus was a 30-ms-duration tactile pulse delivered to thedistal segment
of the right index finger. A total of 256 epochs were averaged.

Fig. 9. Results of the spatio-temporal reconstruction from the auditory-somatosensory combined response in Fig. 8. The reconstruction was obtained using the
proposed beamformer. The maximum intensity projection of the source-moment magnitude onto the axial (left), coronal (middle), and sagittal (right) slices are
displayed. The source-magnitude distributions are shown at latencies of (a) 65 ms, (b) 138 ms, and (c) 194 ms. These time instants are shown by the vertical broken
lines in Fig. 10.

C. Results from Minimum-Variance Vector Beamformer

The results of the spatio-temporal reconstruction obtained
using the minimum-variance vector beamformer in (6) with
the normalized lead field matrix are shown in Fig. 3(a).
The estimated time courses at the pixels nearest to the three
source locations are shown in Fig. 3(b). These results show

that the reconstruction at each instant in time was fairly
noisy: the snapshot at 220 ms showed some influence from
the second source, and the snapshot at 300 ms contained
the activities of the first and third sources. The time-av-
eraged reconstruction, however, clearly resolved three active
sources. Note that this time-averaged reconstruction is equal
to the map of the neural activity index proposed in [10],
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Fig. 10. Time courses of the points nearest to (a) the primary somatosensory cortex and (b) the primary auditory cortex. The solid and broken plotted lines
correspond, respectively, tôs (rrr; t) andŝ (rrr; t). Three vertical broken lines indicate the time instants of 65, 138, and 194 ms.

Fig. 11. The auditory-button-press response. The data was measured with a subject who pressed a response button with his left index finger when he heard the
1-kHz pure tone delivered to his right ear. A total of 256 epochs are averaged.

because the noise was white Gaussian and the noise co-
variance matrix was expressed as the unit matrix in these
numerical experiments.

It is known that this poor output SNR is due to the use of
the direct matrix inversion [11], [12], [16]. Thus, we next
tested the minimum-variance beamformer together with the use
of the regularized inverse instead of . The
regularization parameter was set at , where is the
largest eigenvalue of . The results in Fig. 4(a) show that a
considerable amount of blur was introduced. The estimated time
courses are shown in Fig. 4(b). Fig. 4 shows that the SNR of
the beamformer output was considerably increased in this case,
although each time course shows some influence from neigh-
boring sources. The results here demonstrated that the regular-
ization leads to a tradeoff between the spatial resolution and the
SNR of the beamformer output.

D. Results from Proposed Vector Beamformer

We first show the reconstruction results from weight vectors
obtained using (11) alone. This is equivalent to the vector-ex-
tended Borgiotti–Kaplan beamformer without the eigenspace
projection. The results are shown in Fig. 5. Comparison be-
tween the time-averaged reconstruction in Fig. 3(a) and that in
Fig. 5(a) confirms that the Borgiotti–Kaplan-type beamformer
has a spatial resolution much higher than the minimum-vari-
ance beamformer. The spatio-temporal reconstruction, however,
is very noisy for both cases.

We then applied the proposed vector beamformer obtained
using (11) and (12) to the same computer-generated data set.
The reconstructed source distributions are shown in Fig. 6(a),
and the estimated time courses are shown in Fig. 6(b). Compar-
ison between Figs. 5 and 6 confirms that the eigenspace pro-
jection can improve the SNR with almost no sacrifice of the
spatial resolution. Comparing the results in Fig. 6 with the min-
imum-variance results in Fig. 3, we can clearly see that the pro-
posed beamformer technique significantly improved both spa-
tial resolution and output SNR.

IV. A PPLICATION TOAUDITORY-EVOKED MEG DATA

We applied the proposed beamformer technique to two sets
of auditory-evoked MEG data to demonstrate its spatio-tem-
poral reconstruction capability. The auditory-evoked fields were
measured using the 37-channel Magnes biomagnetometer in-
stalled at the Biomagnetic Imaging Laboratory, University of
California, San Francisco. The auditory stimulus was presented
to the subject’s right ear. The sensor array was placed above the
subject’s left hemisphere with the position adjusted to optimally
record the N1m auditory-evoked field. The average inter-stim-
ulus interval was 2 s, with the interval randomly varied between
1.75 s and 2.25 s. The sampling frequency was set at 1 kHz. An
on-line filter with a bandwidth from 1 to 400 Hz was used, and
no post-processing digital filter was applied. To express the re-
sults of reconstructing source activities in this section, we used
the head coordinate system illustrated in Fig. 7.
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Fig. 12. Results of the spatio-temporal reconstruction from the auditory-button-press response in Fig. 11. The maximum intensity projection of thesource-moment
magnitude onto the axial (left), coronal (middle), and sagittal (right) slices are displayed. The source-magnitude distributions are shown at latencies of (a) 100 ms,
(b) 170 ms, and (c) 200 ms. These time instants are shown by the vertical broken lines in Fig. 13.

Fig. 13. Time courses of the points nearest to (a) the primary auditory cortex and (b) the center of the motor activities. The solid and broken plotted lines
correspond, respectively, tôs (rrr; t) andŝ (rrr; t). Three vertical broken lines indicate the time instants of 100, 170, and 200 ms.

The first data we tested was the auditory-somatosensory
combined response measured by simultaneously applying an
auditory stimulus and a somatosensory stimulus to a male
subject. The auditory stimulus was a 1-kHz pure tone with
a 200-ms duration, and the somatosensory stimulus was a
30-ms-duration tactile pulse (17 psi) delivered to the distal
segment of the right index finger. These two stimuli started
at the same time. A total of 256 epochs were measured,
and the response averaged over all the epochs is shown in
Fig. 8. We applied the proposed beamformer to this aver-

aged data. The data in the time window ranging from 0 to
300 ms was used for calculating the covariance matrix.
The signal subspace dimension was set at two because
the eigenvalue spectrum of showed two distinctly large
eigenvalues.

The reconstructed source-magnitude maps at three latencies,
65, 138, and 194 ms, are shown in Fig. 9. The source magnitude
map at 138 ms [Fig. 9(b)] contains a source activity presum-
ably at the primary somatosensory cortex. The source magni-
tude map at 194 ms [Fig. 9(c)] shows a source activity at the
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primary auditory cortex. The map at 65 ms [Fig. 9(a)] contains
both of these activities.

The time courses of the points at the primary somatosensory
and auditory cortices are shown in Fig. 10(a) and (b), respec-
tively. The coordinates of these cortices were determined from
the maximum points in Fig. 9(b) and (c). Both and
were plotted in Fig. 10 so that we could check whether the ori-
entation of the source was fixed or changed during the time
window with which was calculated. In Fig. 10(a) the P50
peak, which is known to represent activity of the primary so-
matosensory cortex, is observed near the latency of 50 ms. In
Fig. 10(b), the auditory N1m peak is observed near the latency
of 100 ms. These time course plots also show that both sources
were active at 65 ms, that only the primary somatosensory area
was active at 138 ms, and that only the primary auditory area
was active at 194 ms. These observations are consistent with
the source-activity behavior shown in Fig. 9(a)–(c).

We next applied the proposed beamformer to audi-
tory-button-press data. When we measured this data set, the
subject pressed a response button with his left index finger
when he heard the 1-kHz pure tone. Thus, the data should
contain motor activities fairly closely time-locked to the
auditory stimulus. The results obtained by averaging a total of
256 epochs are shown in Fig. 11. The proposed beamformer
was applied to this averaged auditory-button-press data. The
data from a time window ranging from 0 to 300 ms was used
for calculating and the signal subspace dimension was set
at two. The results of the reconstruction are shown in Fig. 12.
Here, the reconstructed source-magnitude distribution at 100
ms is shown in Fig. 12(a), that at 170 ms is shown in Fig. 12(b),
and that at 200 ms is shown in Fig. 12(c). The reconstructed
results at 100 ms contained clear activity near the primary
auditory cortex in the left temporal area. The results at 170 ms
showed that the activity at the primary auditory area was still
dominant. The results at 200 ms showed wide-spread activities,
presumably around motor and premotor areas.

We determined the location of the primary auditory area by
choosing the maximum point in Fig. 12(a), and the location of
the center of the motor activities by choosing the maximum
point in Fig. 12(c). The time course of the activity in the primary
auditory area is shown in Fig. 13(a). The time course forms a
peak near the latency around 100 ms, clearly showing the audi-
tory N1m component. The auditory activity was relatively weak,
but still dominant at the latency of 170 ms. The time course of
the motor activities is shown in Fig. 13(b), which indicates that
the motor activity formed a peak near 200 ms. These plots are
also consistent with the results in Fig. 12.

V. CONCLUSION

We have developed a novel MEG vector beamformer tech-
nique suitable for reconstructing spatio-temporal activities of
neural sources. The developed beamformer is formulated in a
two-step procedure: the first step extends the Borgiotti–Kaplan
beamformer to the vector-type beamformer and the second step
projects its weight vectors onto the signal subspace of the mea-
surement covariance matrix. The proposed beamformer has the
spatial resolution and the output SNR, both significantly higher

than those of the minimum-variance vector beamformer used
in the previous investigations. Our numerical experiments veri-
fied the superiority of the proposed method, and its application
to two sets of auditory MEG data demonstrated the method’s
spatio-temporal reconstruction capability.
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